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Abstract.  This paper focuses on predicting player be-
haviour in two-player games with microtransactions. Typ-
ically the games are for free and companies generate their
revenue by selling in-game goods. We focus on modeling the
recommendation system techniques in a novel way, predict-
ing the time of purchases rather than the most likely product
to be purchased. The player model is based on in-game sig-
nals, such as players success, curiosity, social interactions
etc. We had access to a Pool Live Tour game dataset made
by Geewa. We created a model based on regressing the time
before purchase using machine learning. We report promis-
ing results in predicting the time of purchase events.
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1. INTRODUCTION

Today’s popular past time is playing computer games.
In this paper we specifically focus on how to improve the
monetization of two players online games. The monetization
works in three different schemas. You purchase a game for
a set price and you can use it indefinitely. You can purchase
a game for a monthly subscription. The third option is to
have the game for free but introduce small payments to the
game for different in-game items. Players then can unlock
different cosmetic outfits for their characters or gain items
that give them certain advantage over the other player. The
goods are purchased in small payments, microtransactions,
for real-currency. The number of paying users, conversion
rate is the Key Performance Indicator (KPI). To increase the
KPI users are bombarded with ads [1]. The problem is that
very frequent advertisements do not lead to conversions but
they lead to advertisement fatigue and advertisement wear
out.

Both phenomenons are recognized in marketing mod-
els [2]. Advertisement fatigue is the event of a customer no
longer liking or buying goods from the advertisement, be-
cause the advertisement is bothering them too much. Adver-

tisement wear out means that the customer will ignore the
advertisement and it would have no effect.

These two negative effects can be reduced by advertis-
ing the in-game goods only when the player is likely to make
the purchase. When the ad’s timing is correct the likelihood
of converting through the advertisement is increased. This
improves the revenue. Building such a system by an expert
is impossible, simply because we are analysing a large-scale
dataset of thousands of players.

We proved our novel idea on a Pool Live Tour (PLT)
game made by Geewa. PLT is a virtual pool game, that can
be played in a web browser or on a tablet. This game is
played by 2.5 million daily active users' all over the world.
The in-game good are better cues giving a slight advantage.
Certainly, buying a better cue does not guarantee a win it
only increases player’s chances. To design the model Geewa
provided us with two datasets, dataset D1 with a sample of
monthly users activity, totalling 272k unique user ids, and
dataset D, with monthly activity of a subset of users, that
registered that month and converted, totalling 11.5k unique
user ids. The datasets contain client actions collected from
the clients as well as events generated by the server. The
datasets in their raw form have over 30 GB.

The paper is structured as follows. In Section 2 we
describe the state of the art. In Section 3 we state the prob-
lem at hand and propose a machine learning approach using
regression. In Section 4 we describe the properties of the
dataset. In Section 5 we present promising results of our ex-
periments. Finally in Section 6 we conclude the paper and
propose future steps of this work.

2. RELATED WORK

In the literature there are a few studies concerning
player modelling using machine learning and data mining
methods. We have identified a few trends in the literature,
from methods supporting Al finding similar players to sup-
port the developers, to cheater detection. Up to our knowl-
edge, nobody published any work about building recommen-

ICollected from http://corporate.geewa.com/game/pool-live-tour/ on
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dation systems in games. This section therefore covers not
only player modelling, but also recommendation systems.

In cheater detection studies there are several studies us-
ing machine learning and data mining methods. The stud-
ies define the problem as a classification problem. They
use derived rules [3], SVM [4] and Hidden Markov Mod-
els [5] with a set threshold. The features were consisting of
playtime lengths[3] or action frequencies [4]. Bot detection
tasks are studied in several game settings. These are mainly
MMOGs? [3, 4] and FPS? games [5].

More descriptive models were made in the case of seg-
mentation [6, 7, 8], a problem of finding distinct groups of
users. Segmentation is viewed in all of these articles as un-
supervised machine learning problem. Two papers consider
player segmentation task [6, 7], the third segments organised
groups of players called guilds [8]. Player segmentation is
done using cumulative features including playtimes, game
specific estimates of success (e.g. number of trials per level,
number of kills etc.). The approaches used for this task vary
from NMF[8], k-means, Simplex Volume Maximization[6],
to SOM[7]. In all researches the main challenge is the
number of users and therefore the problem of large-scale
datasets. All the interesting information are extracted from
game logs, that the producers store in databases acquired by
telemetry. The games used in player segmentation are both
single player games [7] as well as multiplayer games [6, 8].
The

There are more papers[9, 10] using supervised machine
learning. Another paper tries to predict the players maximal
progress in a single player game [9]. This is done using ma-
chine learning methods. By monitoring gameplay features
in the early levels of the game and solving this problems
both as classification problem as well as regression problem.
Both problem abstractions show promising results. Another
paper [10] studies the prediction of strategy that a competi-
tive RTS* player would play from his actions done in game
at certain time point. This study aims on creating an Al that
by predicting the strategy probabilities would infer correct
counter strategy.

Since up to our knowledge in the research of player
modelling there is our research[15] we have tried to find
resources in the setting of web recommendation systems
aimed on recommending relevant goods, entertainment or
web pages to specific users based on their preferences or
browsing history.

In recommendation systems there are many ways from
which data we should predict what a user might like. This
can be done via contextual information, where in advertise-
ment we try to find ads with similar context to the site.
Also user based recommendations, where we look on similar
users and recommend goods to them that others purchases
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(Collaborative filtering). And the last approach is that we
use sequential data and try to find sequential patterns that
might help us what the user might want to see next. We try
to find out similarities with web recommendation, which is
in active research for more than ten years[11]. Also hybrid
approaches [12] using combinations of different approaches
can be seen mainly in the Netflix Prize competition, where
researchers accomplished to improve accuracy of the Netflix
recommendation system by 10%.

Other approach is using sequential patterns [13, 14].
The idea comes from web-page recommendation, where a
users browsing in some domain might share the same brows-
ing sequential patterns as other users. Finding the most
common patterns and creating a patricia trees from them is
the core idea. Then assuming the Markov property (depen-
dence of next state only on previous state, here states are web
pages) the recommendation system can show the most prob-
able web pages by traversing the patricia tree and suggesting
the most probable pages.

3. TASK DEFINITION

The main motivation of this paper is to increase the rev-
enue generated by games using microtransactions by reduc-
ing the amount of advertisement sent to the user. In the ideal
case we would like to suggest to the user to purchase in-game
items only in the times he would really buy the in-game item.

We will be explaining our approach on the PLT game.
In this game there are two currencies. The first one are coins,
that can be acquired by playing, daily rewards and earning
trophies. The second one are gold coins, that can be only
acquired by purchase using real currency. The task at hand
is predicting the buy of a cue for gold coins. We divided the
task into two stages, first we try to predict that the player
would buy a cue of any kind, then we decided to only pre-
dict the gold cue buys. Both stages use only users of which
we have information from their registration. For the second
stage we use a segment of paying users as a subset of all
users whose behaviour we would like to model. From the
log data, described in section 4, we can identify these events
for each player. We propose that the event of purchase de-
pends on the player in-game behaviour.

In our previous paper we decided to model the time
to the purchase unlike the event that after a game the user
will make a purchase before the next game. In this paper
we compare this approach to modeling the time before the
purchase. The time will be measured in hours.

It is clear, that the purchase of the in-game item might
not be dependent on what happened in his early career, if
even the player does not remember it. This can be captured
in the feature vector x;. This proposed task definition is ro-
bust enough that the design of the feature vector is not depen-
dent on the game design. The only demand from the game
design is that the games have clear beginnings and endings
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Fig. 1. Feature vector x; and the corresponding target variable.

(segments) and the game offers an in-game item as the target
of the classification.

There are two different cost functions we would want
to minimize when modeling the time before purchase. The
first one is the squared error. This kind of modeling might
not be appropriate since for the advertiser it is much more
important to know whether the user is likely to purchase in
1 hour versus 2 hours rather than 1 week or two weeks. Be-
cause of this we introduce the logarithm of squared error.
This way we can distinguish between small and large num-
bers and penalize it accordingly to intuition. The logarithm
base was chosen to be 10.

4. DATA COLLECTION
TRACTION

The dataset of raw data in form of logs were provided
by Geewa from their game PLT. The data come from their
internal reporting system, that is used by their analytics in
order to better understand how the players are playing the
game.

AND EX-

These are live data from real players in their homes
captured by telemetry and stored on Geewas side. The
datasets contain logs from the client residing in player’s
computers as well as actions generated by the server. The
dataset D is a set of all users that registered and bought some
cue in one moth (1st Nov 2013 - 30th Nov 2013). The size
of raw data is 6.6 GB.

The log data contain information about user logins,
their in-game actions, from starting a game to shooting with
a cue. The dataset was provided in a single csv file. We
had to split the single file into a file for each player and
those needed to be sorted according to the time when they
were generated. Both datasets are exported from relational
databases in form of one large table with all events in a struc-
tured form.

The dataset D consists of a subset of players who
bought a gold cue. This dataset was extracted from Kon-
tagent DataMine product used by Geewa to store the actions
of their customers. We ran into problems with the Konta-
gent DataMine, such as a limit on the exported csv files to
1.1GB and not valid CSV files. Also the infrastructure of the
databases allows us to extract events from server and from
client separately. This process unfortunately yielded only
4545 players who registered and played at least 10 games.
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Fig. 2. Histogram of how many games happened each our be-
fore purchase.

These users played at least 10 games and bought a cue.
Each player played about 64 games on average. The smallest
amount of time before purchase is 16 seconds and the longest
is more than 46 days. In Figure 2 we can see the histogram
of examples, where each bin contains the number of games,
that happened t hours before the purchase.

It is an interesting observation, that the distribution of
the purchases happen most often in 24 hour intervals. The
explanation is that people return to the game in a 24 hour
periodical interval, copying their daily habits.

The dataset was processed and each feature x; was ex-
tracted the same way as in our previous paper [15]. The
target variable time before purchase was computed as the
difference between the time of purchase and the end of a
match 7.

S. EXPERIMENTS

As we mentioned in Section 3 we will be using two dif-
ferent measures for the performance of classifiers. One will
be the mean squared error (MSE) and the other one the mean
squared logarithmic error (MSLE). In order to create a valid
training protocol, we divided the dataset into two parts, train-
ing set and testing set, where training set is 20% and testing
set is 80%. If parameter tuning is needed in order to find the
best model we use 5-fold cross-validation. We have chosen
scikit® library in python for the training and evaluation of the
regressors.

As the classifier to test the performance we have chosen
Random Forest [16] a simple Regression Tree, Linear Re-
gression and a Support Vector Regression (SVR). The choice
of these models is based on a good performance of Random
Forests with comparison to more classical linear models.
The Random Forest is a well performing classifier in various
different tasks and linear SVR and Linear Regression repre-
sents a simple but well grounded model. We also compare
all the results to a Dummy Regressor, where we used mean

SVersion 0.17 http://scikit-learn.org/stable/
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MSE MSLE 800 10°
Linear Regression 12830.25 | 0.4854
Random Forest 12825.24 | 0.4712 200l | 25¢
SVR 13509.99 | 0.4294 ;
Tree Regression 13591.91 0.4879
Dummy Regression 1631859 | 0.4745 w20
Log Linear Regression 16059.22 | 0.3683
Log Random Forest 16202.42 | 0.3654 =1
Log SVR 24756.59 | 0.4822 E 10*
Log Tree Regression 16486.99 | 0.3848
Log Dummy Regression | 16318.59 | 0.4745 I
Table 1. Performance of regressors on MSE and MSLE
0.5
of the training set. For the regressors that are sensitive to the
scale of the input variables we use the Z-normalization. e %05 1o 0’

[
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predicted y

predicted y
In order to properly minimize the MSLE we should re-

define the task and not learn the function f(x) = y but learn
f(x) = log(y) = y. We can then directly use all the op-
timization methods with evaluation. We can get back the

Fig. 4. 2D histogram of Random
Forest Regressor with log-

arithms of true versus pre-

Fig. 3. 2D histogram of Random
Forest Regressor with true

target variable using simple transformation y = 109. Clas-
sifiers that are constructed this was will have a prefix Log in
every table of figure. Also for each value that the regressor
predicted to be below 0 we set the result to 0, since negative
time does not make sense in this task.

In Table 1 we can see the results. The Random Forest
and Log Random Forest won in their categories. But for both
MSE and MSLE the Linear Regression achieves comparable
results. In order to better understand the results we created a
2D histogram, where on x axis we plot the predicted y and on
y axis we plot the true y. In Figure 3 we see that the Random
Forest makes many mistakes but predicts rather lower times
before purchase. For the logarithmic version in Figure 4 we
can see that the Random Forest behaves similarly.

6. CONCLUSION AND FUTURE
WORK

We presented a new recommendation system applica-
ble on games with microtransactions. Unlike a typical rec-
ommendation system we are not solving the problem of what
we should recommend to the player, but when is the right
time to recommend purchase of in-game goods. This ap-
proach allows dynamic advertisement placements to achieve
higher revenue, higher conversion rates.

The task is defined as a regression problem where we
want to predict the time of the next purchase measured from
the end of a game. This would be then used as an input
to a recommendation engine, that would present a pop-up
advertisement for an in-game advertisement.

We tested the newly developed algorithm on the Pool
Live Tour game with large player base. We created mod-
els predicting in-game items purchases and in-game items

versus predicted targets. X
b & dicted targets.

purchases for hard currency leading to real revenue. Our
experiments have shown that the Random Forest algorithm
was performing the best. We achieved a 21.4% improvement
compared to a Dummy Regressor in normal scale and 23%
improvement in log scale.

This system is yet to be tested in practice, because the
only way how to measure the real impact on revenue is by
A/B testing. We optimistically hope that the correct adver-
tisement placement timing will make the players buy the in-
game items for hard currency more frequently or earlier than
today. This will bring higher revenue to the company.

We hope that we are bringing the game developers a
game design pattern leading to higher in-game purchases,
helping them to focus on improving the game design, game
appearance in order to improve gameplay using machine
learning methods.

As future steps we would like to create a testing pro-
tocol that would compare this approach to our previous ap-
proach using classification[15]. Also we would like to gen-
eralize this problem to other domains than just Computer
Games, but also Web Usage Mining and other related top-
ics.
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